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1. Answer the following questions (any ten) :
1x10=10

o 2R el ot (R e w=ot)

(a) What is a standard normal variate?

S e {51 6 2
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(2)

() When do we use F-test?
oI -+ @A IR I ?

(c) What is meant by scaling?
“fmet Jforeet B wm 2

(d) When does specification error arise?

Row R & fom Tea =2

(e) If the error term is not distributed
normally with o2 variance, what type of
problem may arise?

%t B *Meh1 YR R’y Wy o2 foaor
TR (SR’ (PR TPTE T8 A ?

(/ Why are there two regression lines?

YO SRR (I 7 A4 2

(g9 What is adjusted R??

HferfEe R? &2
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(3)

(h) When does type-II error occur?
BiRe-11 & o fom T = 2

() Why do we add a random term in a
linear regression model?

3R e wif¥ Wbre &% om GO [ Q@
W

() What is meant by degrees of freedom?
ToFOR T e & @ 2

(k) If EU,U{) #0, which problem does arise
in a linear  regression model

9o (IRT T @ Y, =a +BX, + U,
EUU;) #0 =, (S2't3 & 57071 Tt =0 2

() What is the relation between correlation
and regression coefficients?

ADTHA TF IR 29[ TS 77 {32

(m) What is critical region?

STEGe & R 2
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(4)

(n) State the expression for normal
distribution.
AYRT IBA (P TS I W2

(o) What is the difference between error
sum of square and explanatory sum of
square?

#  EmE W TR BE @
T&rs A1 foran |

2. Answer any five of the following questions :
2x5=10

were st R @1 Aot o T forey

(a) Write two uses of Student’s
t distribution.
Student’s t ReI97 761 IR o1 |

(b) Distinguish between type-I error and
type-II error.

-1 F W HiRA-1 FI TS N
feram

(c) Define coefficient of determination in a
two-variable linear regression model.

T 5o (ART AR WRS AFE BT
gt faw o

(d) What is partial regression coefficient?
R SRR gasE &2
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‘ (S)

(e) Distinguish between multicollinearity
and autocorrelation.

IDDTTA F FUTNTRI TS 137 o |
() Write two assumptions of F-test.

F-*{3reR yo1 Sfsqen for |

(g What are errors in variables?

5] &R & 2

(h) Give two reasons for arising multi-
collinearity problem..

IPTTTRI AT T8 (AR 7ol IR o |
3. Anéwer any four of the following questions :

5x4=20
Soid R 1e IR0 ope e o
(a) Explain diagrammatically the area
property of normal distribution.
YR B9 i1 PRI B TS Seersa
4

(b) What are the properties of a good
estimator? Explain.

91 TG SR (RBP4 4T |

(c) Explain the assumptions regarding the
stochastic term of the linear regression
model Y; =a +BX; +U;.

Y, =0 +BX, +U, (IS >rmq =iy &
7O SASYRICIN I <4 |
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(6)

(d) Explain the concept of confidence
interval.

eI WEAEE YRR AT F47 |

(e) What is a dummy variable? What is its

importance in statistical inference?
2+3=5

IR e o o e e SeEes
TR BFF AT 47 |

() Distinguish between individual and
joint functional form of regression
model.

TR W3S ST WFE IW FANR TS
o1l fort |

(g9 Explain how the omission of relevant
variable can create a problem in
regression analysis.

TR ReE e grife e AWM RS
RTAYICS STOTR Y8 W, w1 I | |

(h) What are the methods of detecting
heteroscedasticity? Explain any two of
them

ReaReem Sforear ~mafez & 2 TR R
CITCAT o1 AT 341 | |
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(7))

4. Answer any four of the following questions :
' 10x4=40
wers fugn R @I 51f{01 epa Teq forq

(a) What is a normal distribution? What are
its usefulness? Assume that family
incomes are normally distributed with
u=1600 and o =200. What is the
probability that a family picked up at
random will have income (i) between
1500 and 1800, (i) below 1500 and
(ii) above 20007
[(0<Z <1=0-3413),

(0<Z<0-5)=0:1915] 2+2+6=10

YRS 3% 2 TWR /TR o1 R =@

3’H RART WA u=1600 J=F o =200

e AyRTerd (o) W 1500 HF

18003 fS@<@ @RI, (i) 15007 S (I

W (i) 20007 GRS WW QPR W

Tfenad] |

[(0<Z<1=0-3413),
(0<Z<0-5=0-1915]

(b) Distinguish between null hypothesis
and alternative hypothesis. When do we
use chi-square distribution? A random
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( 8)

sample of 5 students from a class was
taken. The marks scored by them are
80, 40, 50, 90 and 80. Are these sample
observations confirm that the class
average is 70? [Tabulated value of
t =2-78 corresponding to (n—1) d.f.]
. 2+3+5=10
) SRETA E T ARTTAR TS A
g1 1 Chi-3sf Rorq Ffom Iaz® 01 W2
9B IR 5 & AR A9 WAAROe R
3’ | (oSER] W91 I 80, 40, 50, 90,
qF 80 T, W% RIAMIR AYRI o1& 70 [
TS FCIH ?
[(n—1) d.f3 IARTF *isf\Sqm M= t =2. 78]

(c) State and prove Gauss-Markov theorem
for B, in linear regression model
Y, =8¢ +B; X, +U;, where B, and B, are
parameters and U, is stochastic term. 10
Y, =Bg +B, X, +U, TWEET QIR YRS
'S-TRFS OGOl IE HF 24919 F411 'S B
W% B, 264 = IF U, &6 % 2 |

(d) How to measure the standard errors of
regression estimator? Explain the
concepts of hypothesis testing and
forecasting. 2+4+4=10
TRETS YRS SO (P (FA W ?
AT BT WAF ASPR YRMIAR A0

*q1 1
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(9)

(e) In a three-variable linear regression
model Y: =Bo +B1 Xy +B2 X5 +Up,
estimate the parameters By, B;, Bs. 10

qo1 SR vaEes TOPEY @YR AR

e I'e AT QAYEE
Y, =Bo +B1 Xy +B2Xo +U T Bg, By Ba
i | T T

(/ A production manager is trying to
estimate the contribution of labours and
machines to output. Consider the
regression model

Y =Bg +B1 X +B2 X2 +U

Compute the least square estimates
including interrupt term from the
following observations :

Output (Y) Labours(X;) Machines (X5)

40 46 24

42 60 15

7 54 . 12

50 S0 50

36 42 19
Apply the least square method to
estimate the parameters. 10

GO BeAME oAHCE XN WE FFF TomMEe
Teome Sfze i T3 FECT | 901 A
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( 10 )

oI Y =B +B Xy +Ba X, +tUT HIURS
figey M1 ARRIFER GRFR SR o[

Tfereq :
Seomr (Y) 2+ (Xy) 73 (X2)

40 46 24

42 60 15

37 54 12

50 50 50

36 42 19
fawey 39 =S ITR IR ATARE Sfeted |

(g0 What are the sources of auto-
correlation? Describe Durbin-Watson

D test. 4+6=10
o2 T Torz R R0 orfikF-entee
D ~{Sr1 10 41 |

(h) Explain the consequences of multi-
collinearity. 10

I-ATTA A HCEAToAT 4T |

() How can heteroscedasticity affect OLS
estimation? How would we correct for a
heteroscedastic error term if the nature
of the heteroscedasticity is known?

5+5=10

sieTe  [REgfRve (@FrAwd OSSR ¢l ? If
ARty Pl &© W (SR’ W
@ATE VR AR 2
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(11 )

() Explain how specification error may
arise if irrelevant variable is included in
a linear regression model. Explain the
consequences of specification error.

4+6=10
S 5] wR1 Rew R &6 remed
TET T ? W2 FiH ASRPTR SCEABA 3#41 |
* %k &k
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